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Relative Position Estimation in Multi-Agent Systems
Using Attitude-Coupled Range Measurements

Mohammed Shalaby , Charles Champagne Cossette , James Richard Forbes , and Jerome Le Ny

Abstract—The ability to accurately estimate the position of
robotic agents relative to one another, in possibly GPS-denied
environments, is crucial to execute collaborative tasks. Inter-agent
range measurements are available at a low cost, due to technolo-
gies such as ultra-wideband radio. However, the task of three-
dimensional relative position estimation using range measurements
in multi-agent systems suffers from unobservabilities. This letter
presents a sufficient condition for the observability of the relative
positions, and satisfies the condition using a simple framework with
only range measurements, an accelerometer, a rate gyro, and a
magnetometer. The framework has been tested in simulation and
in experiments, where 40-50 cm positioning accuracy is achieved
using inexpensive off-the-shelf hardware.

Index Terms—Localization, multi-robot systems, swarm
robotics.

I. INTRODUCTION

R ELATIVE positioning is a key requirement in many multi-
robot applications, such as formation control, collision

avoidance, and collaborative simultaneous localization and map-
ping (SLAM). Range measurements provide a means to acquire
inter-robot distance information. Range sensors are particularly
attractive as they are generally inexpensive, light, computation-
ally simple, and can be used in GPS-denied environments. This
reduces the physical and computational requirements of the
agents, and allows the deployment of large swarms of small,
inexpensive robots in indoor or underground environments.

Estimating three-dimensional relative positions using range
measurements is a non-trivial task, as there is an infinite number
of possible solutions given a single range measurement. This
unobservability arises from the fact that any group of agents can
be collectively rotated in three-dimensional space while main-
taining constant inter-agent distances, as no bearing information
is available. There exist a multitude of approaches that attempt
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Fig. 1. A schematic of the two-tag agent framework, where the red agents
possess two ranging tags, and are referred to as two-tag agents, and the blue
agent is a single-tag agent.

to fuse the range measurements with additional information to
achieve an observable problem.

Most indoor localization approaches traditionally assume the
existence of an infrastructure of 4 or more anchors with known
positions [1]–[3]. However, the problem of relative localization
has also been addressed in the presence of a single anchor. In [4],
only a single anchor is used for position tracking, with a constant
velocity assumption, while a range-based SLAM approach is
utilized for relative localization in [5] and [6]. Other approaches
that eliminate the need for anchors in two-dimensional rel-
ative position estimation include [7] and [8], which assume
displacement measurements are available using an optical flow
sensor. In [9], a sliding window filter is able to estimate the
three-dimensional relative position between two agents using
just single-range measurements and 9-axis inertial measure-
ment units (IMUs). All these single range-based localization
approaches usually require persistent relative motion between
the anchor and the agent [4]–[6] or the two agents [7]–[9], as
outlined in [10]. In the presence of many agents, [11] and [12]
show how the nonlinear observability matrix associated with a
two-dimensional relative localization problem is dependent on
both the rigidity matrix and the relative motion of the agents.
Alternative approaches include the implementation of a particle
filter when only an IMU and range measurements are available,
as in [13], which is computationally expensive.

More recently, the idea of using multi-tag agents, as shown in
Fig. 1, has been proposed. In [14], ultra-wideband (UWB) range
sensors are used for relative positioning of trucks fitted with two
tags, and in [15], an agent is equipped with three tags. Both these
methods extract two-dimensional relative position information
in the body frame of the computing agent. In [16], the users
were capable of tracking a person in two dimensions using a
special ranging protocol with 4 tags on an agent, while in [17],
multiple tags on a moving platform allow an agent to approach
using range and relative displacement measurements, and land
using vision and range measurements. Lastly, in [18], the use of
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two two-tag agents is coupled with an altimeter and optical flow
velocity measurements for relative localization, and the results
are validated in an experiment with limited motion. The main
limitation of the results in [14]–[18] is that the analysis is mainly
restricted to only two agents, and no observability analysis is
considered.

The contributions of this letter are threefold. The first con-
tribution is a rigidity theory-based observability analysis for
any number of agents, where a sufficient condition that is in-
dependent of the relative motion of the agents is derived for
the observability of the three-dimensional relative positions,
when only range measurements are available. This motivates
the second contribution, which is an extension of the two-tag
framework to multi-agent systems that allows the estimation
of three-dimensional relative positions using just the range
measurements and a low-cost 9-axis IMU, for any number of
agents, provided at least two two-tag agents are present. This
framework is shown to be instantaneously locally observable,
as per the sufficient condition, which means that the system
is locally observable at any given point in time without any
specific trajectory requirements. Lastly, the performance of this
framework is presented in simulation and in experiment, using
multiple agents equipped with inexpensive sensors.

The remainder of this letter is organized as follows. Graph
theoretic and observability concepts are reviewed in Section II.
A sufficient condition for observability of a three-dimensional
relative localization problem is addressed in Section III. The
two-tag framework is discussed in Section IV and is validated in
simulation and in experiment in Sections V and VI, respectively.

II. RIGIDITY THEORY AND INSTANTANEOUS

LOCAL OBSERVABILITY

This letter uses graph theory as one of the fundamental tools
for observability analysis. Consider an undirected graph G =
(V, E) consisting of a set ofn vertices andm edges, representing
the n tags and m distance measurements, respectively. As such,
let rpip1

a ∈ R3 represent the unknown location of tag i relative
to tag 1, resolved in the 3-dimensional reference frame Fa.
Additionally, let yij(rpip1

a , r
pjp1
a ) ∈ R, (i, j) ∈ E be the range

measurement between tags i and j, where (i, i) /∈ E , ∀i ∈ V . All
graphs defined in this letter are assumed to have this property.
Define a column matrix

x �
[
(rp2p1

a )T · · · (rpnp1
a )T

]T
∈ R3(n−1) (1)

of the n− 1 relative positions, and a column matrix y(x) ∈ Rm

of all the known measurements yij .
Parametrize the vector space spanned by the system state

by a new arbitrary variable t. To analyze the behaviour of the
measurements y(x(t)) for any infinitesimal change in the states
x(t) with respect to t, the derivative

dy(x(t))
dt

=
∂y(x(t))

∂x

dx(t)
dt

� Rẋ(t) (2)

is computed, where R ∈ Rm×3(n−1) is the rigidity matrix.
Traditionally, rigidity theory in R3 is concerned with the

notion of infinitesimal rigidity by achieving rank R = 3n− 6
for n absolute position states, where the 6 degrees of freedom
are associated with the translations and rotations of the graph
as a whole [19], as shown in Fig. 2. Additionally, when dealing

Fig. 2. An example of a rigid graph. However, when edges d2 and d3 are
removed, the graph becomes flexible, as edge d1 can rotate about its upper
vertex without breaking any constraints. Additionally, both the rigid and the
flexible graphs can translate and rotate without breaking any constraints.

with n− 1 three-dimensional relative states as in (2), infinites-
imal rigidity is also achieved when rank R = 3(n− 1)− 3 =
3n− 6, where the 3 degrees of freedom are associated with the
rotations of the graph as a whole.

When addressing relative position states, the only non-trivial
solutions to Rẋ = 0 of an infinitesimally rigid graph are of the
form

d
dt
rpip1
a = ω×rpip1

a = − (rpip1
a )× ω, ∀i ∈ V\{1}, (3)

whereω denotes a common overall angular velocity of the graph
and (·)× denotes the skew-symmetric cross product matrix oper-
ator in R3. Without loss of generality, the linearly independent
canonical basis vectors ei of R3 are chosen as a basis for ω.
Therefore, from (3), the null space of the rigidity matrix of an
infinitesimally rigid graph is

null(R) = span {v1,v2,v3} , (4)

where

vi �

⎛
⎜⎝

− (rp2p1
a )× ei

...
− (rpnp1

a )× ei

⎞
⎟⎠ ∈ R3(n−1). (5)

Note that the invariance of the measurements due to common
translational motion is a trivial solution when dealing with
relative states, since the relative position states are also invariant
to common translational motion, meaning ẋ = 0.

A more stringent condition as compared to infinitesimal rigid-
ity is instantaneous local observability, which requires that there
is no local trajectory of the states x at any instant in time,
excluding the trivial trajectory ẋ = 0, that results in no change
in the measurements [20, Section 6.1]. Consequently, as per (2),
a system of n agents consisting of n− 1 relative position states
is instantaneously locally observable if R is full rank, that is if
rank R = 3(n− 1).

The aim of this work is to disambiguate the aforementioned 3
degrees of freedom corresponding to rotations of the graph as a
whole, thus achieving instantaneous local observability for the
relative localization problem. In the remainder of this letter, the
term local observability is used to refer to instantaneous local
observability for conciseness.

III. SUFFICIENT CONDITION FOR LOCAL OBSERVABILITY

Consider a group of n > 3 ranging tags navigating 3-
dimensional space. The n− 1 relative position vectors rpip1

a ,
i = 2, . . . , n, are considered. The 1st tag takes the role of the
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arbitrary reference point, and is referred to as the reference tag.
The position between any two tags can be computed using these
n− 1 position vectors relative to the reference tag. Additionally,
there is no loss of generality in assuming the 1st tag as the
reference tag, since any tag can be set as the reference tag.

Let G = (V, E) be an infinitesimally rigid undirected graph
representing the interconnection topology of the sensor network
consisting of the n tags, where the edges represent the distance
measurements between pairs of tags. As is, the range measure-
ments are invariant to translations and rotations of the group of
tags as a whole, as shown in Fig. 2, while the relative position
states are invariant to the translations only.

Theorem 1: Consider an infinitesimally rigid undirected
graph G(V, E) and its rigidity matrix R, where the state vector
consists of n− 1 relative position vectors rpip1

a , ∀i ∈ V\{1},
and the edges represent range measurements. The graph G̃(V, Ẽ)
constructed from G with two extra edges representing the di-
rect measurement of two linearly independent relative position
vectors r

pjp1
a , rp�p1

a ∈ R3\{0}, j, � ∈ V\{1} corresponds to a
locally observable system.

Proof: Given the infinitesimal rigidity assumption on G,
the null space of the rigidity matrix R is as defined in (4). Local
observability as discussed in Section II requires that Rẋ = 0 if
and only if ẋ = 0. Therefore, new knowledge should modify R
to generate a new rigidity matrix R̃, such that

R̃z �= 0, ∀z ∈ nullR\{0}. (6)

Consider the system corresponding to the graph G̃, where two
relative position vectors r

pjp1
a and rp�p1

a are measured. The
rigidity matrix R̃ is then of the form

R̃ =
[
RT

1 RT
]T

, (7)

where R1 ∈ R6×3(n−1) is the permutation matrix that extracts
the measured relative positions r

pjp1
a , rp�p1

a from x, and x is
defined as per (1). That is,[

r
pjp1
a

rp�p1
a

]
= R1x. (8)

Given that Rz = 0 by the definition of z, it is sufficient to show
that R1z �= 0 to achieve (6). This can be rewritten as

R1

[
v1 v2 v3

]
a �= 0, a =

⎡
⎣a1
a2
a3

⎤
⎦ �= 0, (9)

where ai represent arbitrary scalar parameters, since z is a linear
combination of the vectors vi as shown in (4). By replacing the
matrix

R1

[
v1 v2 v3

]
=

[− (
r
pjp1
a

)×
− (rp�p1

a )×

]
(10)

into (9) and assuming that rpjp1
a , rp�p1

a �= 0, the expression in (9)
does not hold if and only if (rpjp1

a )×a = 0 and (rp�p1
a )×a = 0,

which, due to a property of the cross product, necessitates that
the vectors rpjp1

a , rp�p1
a , and a be collinear. However, rpjp1

a and
rp�p1
a are linearly independent and are non-zero by assumption.

Therefore, the system represented by the graph G̃ is locally
observable. �

When a system is locally observable, all the relative posi-
tion vectors are locally unique given the known measurements.

Fig. 3. Two two-tag agents, with each agent having two ranging tags at p1,1,
p1,2 and p2,1, p2,2, respectively, and an IMU at z1 and z2, respectively. The
absolute frame is Fa, and the body frame of the ith agent is Fbi .

Possible approaches to satisfying the minimum knowledge re-
quirement specified by Theorem 1 in multi-agent localization
is to fit a small subset of the agents with a GPS or a stereo
camera, in addition to the ranging tags. The GPS extracts the
relative position information by subtracting the absolute position
information, and stereo cameras can extract relative position
information using attitude estimates and depth perception. To
satisfy the linear independence assumption, agents fitted with
a GPS must not lie in a straight line, and the relative position
vectors between agents fitted with stereo cameras and the agents
they detect must not be all collinear. An alternative approach that
does not require additional hardware is discussed in the next
section.

IV. ATTITUDE-COUPLED RANGE MEASUREMENTS

A. Overview

The problem of three-dimensional swarm navigation using
an IMU and range measurements is discussed in this section.
In the subsequent analysis, an IMU is assumed to consist of
accelerometers, gyroscopes, and magnetometers. Typically, the
attitude of each agent is observable using the IMU data, as is
the case when using an attitude and heading reference system
(AHRS) to estimate attitude [21], but the relative positions
require further measurements, such as a GPS as discussed in
the end of Section III. The standard way of utilizing range
measurements is usually invariant to each agent’s attitude, and
thus having access to an agent’s attitude provides no additional
information regarding its instantaneous position.

This section discusses an approach to couple the range mea-
surements with the attitude estimates to satisfy the conditions
of Theorem 1. This allows the integration of an IMU with range
measurements for attitude and relative position estimation of
a swarm of robots. A key component of this approach is the
use of two-tag agents, which are agents equipped with two
non-collocated ranging tags. The notation of pi,j is used for
the point in space of the jth tag of Agent i.

B. Two-Tag Agents

Rather than having one ranging tag on each agent, consider
two two-tag agents as shown in Fig. 3, while the remaining
agents are single-tag agents. A single-tag agent is a conven-
tional agent with only one ranging tag. The range measurement
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between the p1,i tag and the p2,j tag is then

yp1,ip2,j
=

∥∥rz2z1a +Cab2r
p2,jz2
b2

−Cab1r
p1,iz1
b1

∥∥ , (11)

where Cabi ∈ SO(3) is the direction cosine matrix (DCM)
representing the rotation from the body reference frame Fbi to
the absolute frame Fa, rp2,jz2

b2
represents the known position

of the jth tag of Agent 2 relative to the IMU at z2, in the
Agent 2 body frame Fb2 , and r

p1,iz1
b1

represents the known
position of the ith tag of Agent 1 relative to the IMU at z1, in the
Agent 1 body frame Fb1 . This shows the consequent coupling
of the range measurements and the attitude of the agents when
considering two-tag agents. The subsequent corollary follows
from Theorem 1, where it is assumed that for the ith two-tag
agent the relative position vector rpi,2pi,1

bi
∈ R3\{0} is known,

being the position of the second tag relative to the first tag in the
body frame Fbi .

Corollary 1: Consider a swarm of nt ≥ 2 two-tag agents,
each with known attitude, and ns single-tag agents. Assume that
the undirected graph composed of the 2nt + ns vertices and the
range measurements between the tags is infinitesimally rigid.
Given that there are at least two two-tag agents j and � where
r
pj,2pj,1
a and r

p�,2p�,1
a are linearly independent, the underlying

system representing the relative localization problem is locally
observable.

Proof: When the attitude of any two-tag agent i is known, the
vector rpi,2pi,1

a resembling the relative position vector between
the two tags of agent i in the absolute frame Fa is found through

r
pi,2pi,1
a = Cabir

pi,2pi,1

b . (12)

Consequently, since at least two linearly independent relative
position vectors are known in Fa, the conditions of Theorem 1
are satisfied. Hence, the system is locally observable. �

Remark 1: Whenever a swarm of agents equipped with IMUs
includes at least two two-tag agents, the problem of finding
the relative position of the agents becomes observable using
just range measurements within the swarm. However, this also
assumes that the known relative position vectors are linearly
independent. Therefore, if the two two-tag agents orient them-
selves such that the known relative position vectors are parallel,
the system becomes locally unobservable. The designer must
therefore place the tags in a strategic way to minimize the
possibility of these occurrences based on the application. For
example, quadcopters rarely go from level flight to a 90◦ pitch
or roll orientation, and by placing the two-tags vertically on one
agent and horizontally on the other, it is unlikely that the system
becomes locally unobservable. This issue is also mitigated when
using more than two two-tag agents, or by fitting more than two
tags on an agent, which however adds hardware and congestion
on the UWB communication space.

Note that the rigidity matrix only addresses whether or not am-
biguities arise due to the graph being continuously deformable.
Two types of ambiguities not considered by the notion of lo-
cal observability are discontinuous flex ambiguities and flip
ambiguities, as discussed in [22], [23]. For the two-tag agents
framework, the user must be aware of the possible occurrence
of such ambiguities in the presence of attitude uncertainty, as
shown in Fig. 4.

Fig. 4. (a) A flex ambiguity with two two-tag agents in R2. The flex ambiguity
does not exist if the dashed edge exists, which might otherwise be assumed
redundant in R2. (b) A flip ambiguity with two two-tag agents in R2. The more
parallel the two agents are, the more likely that attitude uncertainty results in
a flip ambiguity, since the attitude error resulting from the flip ambiguity is
smaller.

C. Relative Position and Attitude Estimator

Corollary 1 requires at least two-tag agents to achieve local
observability. Therefore, any single-tag agent needs to commu-
nicate with at least two two-tag agents, and any two-tag agent
needs to communicate with at least one other two-tag agent.
Additionally, each two-tag agent i must compute r̂pi,2pi,1

a based
on its attitude estimate Ĉabi and the known vector r

pi,2pi,1

bi
.

Therefore, by satisfying these minimum ranging conditions,
and with IMU measurements on two-tag agents for attitude
estimation, any agent can estimate its relative position in a
framework similar to the one shown in Fig. 5. The relative
position estimator can be a simple nonlinear least squares al-
gorithm, or a more complex filtering algorithm. In what fol-
lows, a centralized framework is considered to demonstrate
the use of nt ≥ 2 two-tag agents and ns single-tag agents for
relative positioning, and decentralization is reserved for future
work.

The centralized relative position and attitude estimation prob-
lem for a swarm of N = nt + ns agents considered herein
involves estimating the state vector

x(t) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

rz2z1a (t)
...

rzNz1
a (t)
vz2z1
a (t)

...
vzNz1
a (t)
φ1(t)

...
φN (t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ R6(N−1)+3N , (13)

where vziz1
a ∈ R3 is the velocity of the IMU of Agent i relative

to the IMU of the reference agent Agent 1 with respect to Fa,
resolved in Fa, and φi ∈ R3 is the rotation vector associated
with the DCM of agent i. Note that this approach involves the
estimation of the attitude of the ns single-tag agents as well.
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Fig. 5. A schematic representing the minimum information required for relative position estimation of two-tag Agent 2 and single-tag Agent 3 relative to the
two-tag reference agent Agent 1, in a centralized framework. The tag locations are shown using the black markers, and the light grey lines in the background
represent all the range measurements between the ranging tags. The notation yi,j is used to denote all the range measurements between agents i and j. As per
Corollary 1, the relative position vectors r

p1,2p1,1
b1

and r
p2,2p2,1
b2

are assumed to be known. In the minimal central processors, note that the IMU of agents 1 and
2 are required as the relative localization problem is dependant on estimating their attitude, while the IMU of Agent 3 is neglected as the attitude of Agent 3 is
irrelevant. However, filtering approaches do require the IMU of Agent 3 as well for prediction.

TABLE I
SIMULATION PARAMETERS OF THE MONTE CARLO TRIALS

Let uacc
bi
,ugyr

bi
∈ R3 denote the accelerometer and gyroscope

readings of agent i, respectively. The process model of the
relative states of agent i is then modelled as

ṙziz1a (t) = vziz1
a (t), (14)

v̇ziz1
a (t) = Cabi(t)

(
uacc
bi
(t) +wacc

bi
(t)

)
(15)

−Cab1(t)
(
uacc
b1
(t) +wacc

b1
(t)

)
, (16)

where wacc
bi

∈ R3 denotes the white Gaussian noise associated
with the accelerometer measurement of the ith agent. The process
model of Agent i’s attitude is modelled as

Ċabi(t) = Cabi(t)
(
ugyr
bi
(t) +wgyr

bi
(t)

)×
, (17)

where wgyr
bi

∈ R3 denotes the white Gaussian noise associated
with the gyroscope measurement of the ith agent, and as be-
fore, the (·)× denotes the skew-symmetric cross product matrix
operator in R3

To estimate the state vector (13) in a centralized framework,
all agents communicate their measurements to a master agent,
which could be any of the N agents, along with noisy range
measurements between the ith tag of Agent k and the jth tag of
Agent � of the form

ypk,ip�,j
=

∥∥(rp�,jz�
a − r

pk,izk
a

)∥∥+ νpk,ip�,j
, (18)

where νpk,ip�,j
∈ R represents the white Gaussian noise as-

sociated with the range measurement ypk,ip�,j
. In addition to

the range measurements, accelerometer aiding [21] and magne-
tometer measurements are implemented to correct attitude drift.

The process models (14)-(17) are discretized using a forward
Euler discretization scheme, and the process models and mea-
surement models are linearized using a first-order Taylor series
approximation. A centralized multiplicative extended Kalman
filter (MEKF) in the spirit of [21] is then designed and evaluated
in simulation in Section V, and in an experiment in Section VI.

V. SIMULATION RESULTS

Consider 6 fully-connected aerial robots equipped with an
IMU and ultra-wideband (UWB) ranging tags, where agents 1,
2, and 3 are two-tag agents, and agents 4, 5, and 6 are single-tag
agents. Let the 3 known relative tag positions be

r
p1,2p1,1

b1
=

⎡
⎣0.30
0

⎤
⎦, rp2,2p2,1

b2
=

⎡
⎣ 0
0.3
0

⎤
⎦, rp3,2p3,1

b3
=

⎡
⎣ 0
0
0.3

⎤
⎦,

where all values are given in metres. Additionally, let Agent
1 be the elected reference agent, where a reference agent is
specified similarly to a reference tag in Section III. In this
section, the developed framework is evaluated by fusing the
range measurements with an IMU using an MEKF to find the
position of agents 2-6 relative to the reference agent as they
move in 3-dimensional space. The centralized state estimator
discussed in Section IV-C is assumed to be on Agent 1. The
simulation parameters are given in Table I.

To assess the performance of the MEKF with the two-tag
framework, 100 Monte Carlo trials with different initial con-
ditions and noise realizations are performed, and the corre-
sponding root-mean-squared-error (RMSE) on the relative po-
sition, relative velocity, and attitude states are shown in Fig. 6.
When considering all 100 runs, an average RMSE of 0.2887 m,
0.1080 m/s, and 1.306◦ for the position, velocity, and attitude
states respectively are achieved. A normalized estimation error
squared (NEES) test [24, Section 5.4] is performed as shown in
Fig. 7 to verify the consistency of the estimator.
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Fig. 6. A box plot for the RMSE on 100 Monte Carlo trials. Although there are 3 to 8 outliers in the relative position estimates of the agents, the estimator still
achieves an RMSE below 1 m accuracy for all runs, below 0.35 m/s for the velocity estimates, and below 0.08 rd for the attitude estimates.

Fig. 7. A plot representing the NEES test. The computed chi-squared statistic
is below the upper bound, indicating the estimator is consistent.

Fig. 8. The experimental set-up, showing a single-tag agent (left) and a two-tag
agent (right).

VI. EXPERIMENTAL RESULTS

Experimental data is collected for a set-up with two two-tag
agents, and a single-tag agent, in a fully-connected structure.
The prototypes of a single-tag agent and a two-tag agent are
shown in Fig. 8. The two two-tag agents are set to be Agent 1

and Agent 2, and Agent 1 is set to be the reference agent, with

r
p1,2p1,1

b1
=

⎡
⎣−0.0067

0.3172
−0.0185

⎤
⎦ , r

p2,2p2,1

b1
=

⎡
⎣ 0.0043
0.3213
0.0224

⎤
⎦ ,

where all the values are in metres. The IMU data is collected
at 240 Hz using a Raspberry Pi Sense HAT device, and Pozyx
UWB Developer Tags are used for ranging. Only one frequency
channel is used at a communication rate of 16 Hz; therefore,
each range measurement is collected at a frequency of only 2 Hz.
Additionally, ground truth position and attitude measurements
are collected at 120 Hz using an OptiTrack optical motion
capture system.

The data is collected by moving all three agents indoors in
random 3-dimensional rotational and translational motion, in a
volume of approximately 5 m × 4 m × 2 m. The magnetometers
are affected both by perturbations from the surroundings and the
other agents, making estimation, especially attitude estimation,
more difficult. Despite that, and with such a low ranging fre-
quency and an inexpensive IMU, a relative position RMSE of
0.4890 m is achieved for Agent 2, and 0.42 813 m for Agent
3, with the error and ±3σ confidence bounds plotted in Fig. 9.
This asserts the potential of the two-tag framework on indoor
self-localization without the need for expensive hardware or
computationally expensive algorithms, such as visual odometry.

On flying quadcopters, vibrations affecting the IMU readings
might result in worse relative position estimates. Additionally, a
larger volume might degrade the performance of the algorithm as
the measurements to the two tags from another agent become less
geometrically distinct. However, by implementing more than
just 3 agents and/or by increasing the distance between the two
tags of the two-tag agents, the performance of the estimator
improves and might compensate for worse attitude estimates or
larger distance between the agents.

VII. CONCLUSION AND FUTURE WORK

In this letter, the problem of three-dimensional relative po-
sition estimation using range measurements is addressed. The
first step involves deriving a sufficient condition such that the
relative position states of the agents are instantaneously locally
observable. Thereafter, a framework utilizing two-tag agents is
developed, which exploits attitude information to satisfy the
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Fig. 9. The performance of the relative position estimator on experimental
data for both the two-tag Agent 2 and the single-tag Agent 3, where the black
lines represent the ±3σ bound of the estimator.

sufficient conditions for observability. Lastly, this framework
is integrated with an IMU using an MEKF and is tested in
simulation and in experiments. The results show that around
40-50 cm relative positioning accuracy is achievable, using just
an IMU and range measurements with three agents equipped
with inexpensive sensors. Future work includes evaluating the
two-tag framework on many agents in a decentralized structure.
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